
Situated Accountability: Ethical Principles, Certification  
Standards, and Explanation Methods in Applied AI

Anne Henriksen 
 DATALAB 

 Aarhus University 
 Aarhus, Denmark 

 annehenriksen@cc.au.dk 

Simon Enni 
 Department of Computer Science 

 Aarhus University 
 Aarhus, Denmark 
enni@cs.au.dk 

Anja Bechmann 
 DATALAB 

 Aarhus University  
 Aarhus, Denmark 

 anjabechmann@cc.au.dk

ABSTRACT 
Artificial intelligence (AI) has the potential to benefit humans and 
society by its employment in important sectors. However, the 
risks of negative consequences have underscored the importance 
of accountability for AI systems, their outcomes, and the users of 
such systems. In recent years, various accountability mechanisms 
have been put forward in pursuit of the responsible design, devel-
opment, and use of AI. In this article, we provide an in-depth study 
of three such mechanisms as we analyze Scandinavian AI develop-
ers’ encounter with (1) ethical principles, (2) certification stand-
ards, and (3) explanation methods. By doing so, we contribute to 
closing a gap in the literature between discussions of accountabil-
ity on the research and policy level, and accountability as a re-
sponsibility put on the shoulders of developers in practice. Our 
study illustrates important flaws in the current enactment of 
accountability as an ethical and social value which, if left un-
checked, risks undermining the pursuit of responsible AI. By 
bringing attention to these flaws, the article signals where further 
work is needed in order to build effective accountability systems 
for AI. 
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1 Introduction 
Perhaps the greatest example of artificial intelligence (AI) put to 
use for people and society is AI techniques applied to healthcare, 
with promises of better, cheaper, and more efficient care for pa-
tients. In fact, such techniques, which draw on machine learning 
(ML)1 models applied to big data, have already shown advances in 
a number of areas, e.g. image classification [34, 45, 57], medical 
prognosis [28, 55], and automated processing of Electronic Health 
Records [84]. Yet, the incorporation of automated algorithmic 
systems into critical infrastructures of society does not come 
without concerns. In recent years, studies have documented cases 
in which AI systems have had adverse effects on people subjected 
to them. Such cases include discriminatory services [15, 92], capri-
cious and unfair social decision systems [35, 76], and runaway 
feedback loops in criminal justice [33]. Additional perils have been 
identified specifically in healthcare such as misleading prognoses 
and unsafe treatment [21], and an inability to handle uncertainty 
and ambiguity of medical data [18]. Also risks of deskilling and a 
decreased diagnostic accuracy have been documented [19]. 
 The discovery of these potential consequences has underscored 
the importance of accountability for AI systems, their outcomes, 
and the users of such systems before and after they have been 
developed and deployed. Arguably, such accountability is intrinsi-
cally linked to the responsible design and use of AI [31, 58, 59]. As 
Smith [87] argues, “one of the ways that responsible actors 
demonstrate their responsibility is by being accountable”. In con-
sequence, different mechanisms for accountability [8] have been 
put forward in pursuit of so-called ‘responsible AI’. For instance, 
political and professional organizations have issued guidelines 
prescribing ethical principles for the design and use of AI systems 
[54]. Additionally, researchers have come up with various theoret-

                                                                 
1
 For an overview of ML’s position as a subfield of AI, see [82]. 
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ical and technical approaches to accountable AI algorithms and 
computer systems (see e.g. [29, 60, 65]). 
 In this article, we study how accountability and consequently 
responsible AI is being pursued and practiced, focusing on the 
three accountability mechanisms of (1) ethical principles,2 (2) 
certification standards, and (3) explanation methods. Hence, we 
adopt a view of these three as mechanisms intended to facilitate 
accountability in socio-technical systems incorporating AI systems 
[3, 8]. These mechanisms are not legally binding per se and do not 
have any formal legal status in themselves. Hence, from a legal 
perspective, they may be considered as ‘soft law’ rather than ‘hard 
law’ [1]. Generally, soft law is defined as “written and unwritten 
instruments and influences that shape administrative decision-
making” [88]. In the literature, this type of law is highlighted as an 
appropriate tool for governance on an international level, which 
“often has much more influence than legislative standards” have in 
practice [88]. Yet, much criticism has been raised against the use of 
soft law approaches to the governance of AI. Recent studies have 
criticized especially ethical guidelines for being “toothless” [79] 
and called for research studying the use and effect of such guide-
lines closer to the realm of applied AI (see e.g. [70]). Such criticism 
underlines the general need to study mechanisms, which we ex-
pect to facilitate more substantiate accountability and promote 
responsible AI, in context. 

This article contributes to bridging this gap through an empiri-
cal study of Scandinavian AI developers’ encounter with the three 
accountability mechanisms outlined. These mechanisms were 
explicitly discussed in the research case which we draw upon. 
They are furthermore widely discussed by researchers and poli-
cymakers in the debate on how to ensure accountability in and 
after AI development processes, and the responsible design, devel-
opment, and use of AI. The research questions guiding the study 
are: How are ethical principles, certification standards, and explana-
tion methods enacted? How are they responded to and reflected on by 
developers in applied AI? To what extent do these mechanisms pro-
mote accountability in and after design and development processes, 
and the use of responsible approaches during such processes? 

To study these questions we, firstly, expound the three ac-
countability mechanisms studied from a theoretical perspective 
and elaborate on the distinct problems that AI poses to accounta-
bility. In doing so, we draw on theory and literature from related 
fields such as governance and public administration, philosophy of 
information, and ethics and information technology. Secondly, we 
present the central case study and argue for the methods used to 
collect and analyze the data underlying the study. Next, we pre-
sent our empirical findings. Finally, we conclude with a critical 
discussion of the issues identified in our analysis, and provide our 
concluding remarks and recommendations. 

The article aims to provide situated bottom-up perspectives on 
accountability and responsible AI and, consequently, on the gov-
ernance of AI [10, 31, 94]. Through our case study-based analysis 
and discussion, we aim to bridge the gap between accountability 
as discussed at the policy and research level, and accountability as 

                                                                 
2
 In this paper, we use ‘ethical principles’ as a collective name for ethical 

principles, codes, and guidelines. 

a responsibility put on the shoulders of engineers working on the 
development of AI systems in practice. 

2 Accountability Mechanisms 
As noted by many scholars, accountability is a multifaceted con-
cept with a long history and many applications [86]. Mark Bovens 
distinguishes between two different usages of the term; as a virtue 
and as a mechanism [8]. Despite this distinction, the two concepts 
are “closely related and mutually reinforcing” [8]. 

When used as a virtue, accountability is regarded as “virtuous 
behavior” which organizations should strive for, i.e. “a willingness 
to act in a transparent, fair, compliant, and equitable way” [8]. In 
this sense, accountability refers to “substantive norms for the 
behavior of actors” [8]. Meanwhile, it is in the sense of a social, 
political, or administrative mechanism that accountability has its 
historical and semantic roots. Staying close to these roots, ac-
countability can be understood as a mechanism that involves “an 
obligation to explain and justify conduct” [8]. Today, however, it is 
the relation through which “an agent can be held to account by 
another agent or institution” that is the crux of the concept [9]. 
This relation can be more or less formal or informal by involving 
consequences that are either formalized or based on unwritten 
rules [8]. Briefly explained, accountability as a mechanism in-
volves a relationship between an actor and a forum with expecta-
tions for (1) what kind of formal or informal account the actor 
should give in order to justify its conduct; (2) how and by whom 
(which forum) the actor giving an account should be questioned 
and passed judgment on with regards to the adequacy of the ac-
count, or the legitimacy of the actor’s conduct, and; (3) which 
consequences are mandated in case of a negative judgement [8, 9]. 

As noted by Bovens [8], some would consider the judgement by 
the forum, or even just the justification by the actor, to be enough 
to qualify a relation as an accountability mechanism. In this way, 
we may understand accountability mechanisms to form a web of 
different interrelated mechanisms intended to enable accountabil-
ity. In line with this idea, researchers and policymakers consider 
ethical guidelines to have an effect on AI stakeholders' conduct 
only in interaction with the legislations and regulations of a coun-
try or union (see e.g. [63]). We acknowledge this observation and 
understand the three accountability mechanisms in our study to be 
working in conjunction with other mechanisms at different levels 
of government, including regulatory and legislative instruments. 
Yet, we will leave a specific treatment of such instruments for 
future research and focus on the three mechanisms concerned. 

Recent studies have shown how accountability is complicated 
by the incorporation of AI systems into the decision-making pro-
cesses of (public) institutions, as AI development firms thus be-
come a part of the accountability relationship between the institu-
tion and its customers or citizens [68, 101]. However, most atten-
tion within research on accountability in relation to AI is given to 
difficulties with producing effectful accounts of the functioning of 
AI systems and the decisions made with such systems (see e.g. [60, 
58, 101]). Such difficulties were already pointed to in 1994 by 
Helen Nissenbaum [74] who called for accountability in the use of 
complex computer systems in critical sectors. Yet, the situation 

Poster Paper Presentation AIES ’21, May 19–21, 2021, Virtual Event, USA

575



 

 

now has been further complicated by issues unique to modern AI 
systems. 
In particular, systems created with ML models introduce difficult 
barriers to accountability outside of what could normally be ex-
pected for complex computer systems. Especially the opacity of 
complex ML models creates problems for the production of ac-
counts of AI systems and their outcomes [16, 32, 98]. This opacity 
is the result of ML models being “learned” from data rather than 
written by human programmers. Such data-driven learning often 
leads to the production of highly complex and large mathematical 
models which cannot easily be ‘picked apart’ into meaningful 
units and inspected individually [16, 85]. Since such models end up 
appearing as ‘black boxes’ to outside human inspectors, it can 
become almost impossible to distinguish between and distribute 
responsibility for the many different kinds of errors and mistakes 
that the models can make [16]. Furthermore, since many ML 
models continually learn and adapt to new input data when ap-
plied in practice, it may not even be possible to investigate the 
particular offending instantiation of the model in a post-hoc fash-
ion if problems occur [83, 105]. Yet, AI systems are always “fit for 
certain uses” [58] and thus rely on design choices, values, and 
underlying goals that are important for the resulting (social) out-
comes, and for which the developers, owners, and users of the 
systems can be held accountable [10, 31]. 

Given the different problems and risks arising in the light of 
modern AI systems, it is important that developers are held ac-
countable for their innovations; provide accountability for the 
users of their AI systems including the people subjected to them; 
and proceed with caution and respect for ethical and social values 
when designing and developing such systems. For these purposes, 
different mechanisms for accountability have been, and are, dis-
cussed by researchers and policymakers. This includes ethical 
principles, certification standards, and explanation methods. We 
analyze these three mechanisms individually in order to provide 
focused insights. 

2.1 Ethical Principles 
Ethical principles, or applied ethics, prescribe the norms for what 
is socially and ethically acceptable and preferable [36, 37]. In this 
way, ethical principles work to “steer society in the right direc-
tion” by defining what ought to be done and what ought to be 
avoided, thereby outlining the conduct which actors should strive 
for beyond mere legal compliance [37]. In recent years, a number 
of guidelines prescribing ethical principles for the design and use 
of AI have been issued by professional and political organizations. 
These are, for instance, the FAT-ML community [30], AI4People 
forum [39], OECD [75], IEEE [23], and the High-Level Group on 
AI appointed by the European Commission [4]. Common to the 
various guidelines is that they seek to guide the application of AI 
towards uses that generally benefit society and contribute to the 
common good. They do so by pointing to the principles and intrin-
sic values to pursue, and the ethical risks and social harms to avoid 
[20, 94]. In a systematic literature review of ethical guidelines, 
Jobin, lenca, and Vayena [54] found a convergence towards prin-
ciples of transparency, justice and fairness, non-maleficence, re-

sponsibility, and privacy. However, there was disagreement on 
how these principles should be interpreted and implemented. 
Some guidelines include suggestions or requirements for how 
principles and the associated values are implemented, thereby 
assuming an operational dimension (see e.g. [4]). Yet, as suggested 
earlier, the main strength of ethical principles as mechanisms for 
accountability presumably lies in their normative forces [37]. By 
prescribing norms for the behavior of actors towards positive 
societal impacts, ethical principles place expectations on actors, 
not only for which acts they ought to perform but also for which 
obligations they have a responsibility to fulfill [12, 36, 37]. It is in 
this way that ethical principles themselves may function as ac-
countability mechanisms, namely by establishing expectations for 
the conduct and obligations of actors, and by establishing a public 
(the society) to which the actors are accountable [88]. If AI firms 
do not fulfill these expectations, or explicitly choose not to adopt 
otherwise universally agreed-upon ethical principles, they may 
suffer reputational losses, resulting in severe consequences for the 
credibility of their businesses [47, 104]. 

Despite the presumed ‘power’ of AI principles to exert pressure 
on stakeholders to strive for building a so-called “Good AI society” 
[39], ethical principles have been harshly criticized for being too 
‘weak’ an accountability mechanism, failing to have an actual 
effect on AI stakeholders’ conduct. In particular, ethical principles 
are criticized for lacking oversight processes and sanctions, there-
by making the “critical audience” [56] ill-equipped to assess the 
conducts of those developing and employing AI systems. In this 
way, ethical principles expect AI stakeholders to be able to inter-
pret what it means to uphold and practice ethical principles in the 
context of their own work [11, 47, 70, 73, 99, 100]. 

2.2 Certification Standards 
A certification is used for attesting whether an object of certifica-
tion meets the requirements of a standard on the basis of an audit. 
Hence, certifications, standards, and audits are inextricably linked 
[77]. Historically, certification standards have been used in manu-
facturing sectors and developed by, among others, non-
governmental standards setting organizations [13, 17, 26]. Stand-
ards concerning AI design and development are currently under 
development by several standards organizations, including the 
International Organization for Standardization (ISO).3 Such stand-
ards are considered to offer a method for formalizing AI ethical 
principles and substantiating their implementation in practice, in 
this way incentivizing their adoption [102, 24]. 

Certification standards are described as “consensus-based 
agreed-upon ways of doing things, setting out how things should 
be done” [14]. Additionally, they are defined as “technical specifi-
cations and other precise criteria, which ensures that materials, 
processes, services, systems, or persons are fit for their intended 
purpose” [51]. Usually, it is an authorized independent body from 
the private sector, a trusted third party, that assesses whether the 
object of certification controlled by the applicant meets the speci-
fied criteria and builds on the best practices of the standard [7, 11]. 
In this way, it is certification bodies which “attest to the broader 

                                                                 
3 https://www.iso.org/home.html 
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public that an AI system is transparent, accountable, and fair” [4]. 
Certification standards thus function in a very direct way as a 
mechanism for accountability, since they establish a clear account-
ability relationship between the actor seeking the certification, and 
the certification body to whom this actor must be accountable as a 
proxy for the customer and the wider public. A formal account is 
given, and the consequences of non-conformity to the criteria and 
best practices of the standard is the denial or revocation of the 
certification. Such denial or revocation may result in reputational 
losses or even more severe consequences, if the certification is a 
mandatory regulatory requirement. In this latter case certification 
standards may be interpreted as ‘hard law’ [102, 13, 24]. 

The use of certification standards as accountability mechanisms 
in AI has been criticized for potentially promoting an instrumen-
talization of ethical values without necessarily eliminating irre-
sponsible and unethical behavior [38, 99]. Additionally, scholars 
have stressed the limitations of the commonly used post-hoc audit 
when applied to AI systems [83, 105]. This has led to recommenda-
tions for how audits should be performed specifically in relation to 
AI systems. For example, Andrew Tutt [96] has recommended that 
an entirely new regulatory body is instituted to oversee the quality 
and compliance of automated algorithmic systems, inspired by 
similar bodies in other fields such as the American Food and Drug 
Administration (FDA). In contrast, researchers at Google have 
presented an end-to-end framework for conducting internal audits 
during the AI development process [78]. Hence, they suggest that 
AI developers themselves should play a larger role in the audit 
process. 

2.3 Explanation Methods 
As previously mentioned, the inherent opacity of AI systems using 
ML models naturally impedes accountability in the sense of 
“providing answers for your behavior” [9]. This has made re-
searchers and policy bodies point to the need for explanations, or 
explainability, in order to provide accounts alongside predictions 
of AI systems (see e.g. [4, 11]). Such explanations were spurred on 
by the GDPR, which pushes for “a right to explanation” but with-
out legally mandating it [43, 97]. The field of explainable AI (xAI) 
has recently seen a resurgence of interest as a means to face this 
challenge by enabling more substantial transparency and thereby 
accountability [46, 71]. 
 In xAI, ML models deliver explanations alongside predictions in 
order to compensate for the lack of transparency and understand-
ing of their inner workings. The explanations generated by the use 
of xAI methods are solutions to certain optimization problems, and 
many of the differences in xAI methods are the result of different 
assumptions and formulations of these optimization problems. 
Common variations include a focus on explaining a single out-
come of the model (local explanation) [80] versus explaining the 
general behavior of the model (global explanation) [71], and opti-
mizing the accuracy and predictive power of ‘inherently transpar-
ent’ models [81] versus generating post-hoc explanations for the 
behavior of a given black box model [44]. 

xAI is often envisioned as a mechanism for accountability that 
mediates the relationship between the AI system and its uses by 
allowing the system itself to account for its behavior through 

automatically generated explanations that the user can query and 
question [46, 65]. In this accountability relationship, the accounts 
given are judged by single individuals, be they doctors, research-
ers, or laypeople. Rather than referring to external standards and 
guidelines, each recipient of an explanation evaluates the extent to 
which it is a valid account of the AI system and its outcomes [32, 
46, 80, 98]. Thus, explanation methods center individual actors in 
the accountability relationship rather than certification bodies or 
the wider public and lack, like ethical principles, explicit conse-
quences in cases of misconduct. In turn, explanation methods are 
sometimes highlighted as ways of enabling other types of conse-
quences, such as by revealing breaches of legal or professional 
standards [32]. 

While the xAI field has seen a surge of popularity recently, the 
aims and methods of the field have also been the target of exten-
sive criticism [81]. The first part of this critique is technical. Ex-
planations are found to be statistically fragile [42] and oversensi-
tive to spurious correlations [6]. Furthermore, they can be manipu-
lated to deceive users [62]. The other part of the critique is concep-
tual. Adrian Weller has, for instance, criticized the idea that trans-
parency will solve the problems with using ML for decision-
making [98]. Similarly, Zachary C. Lipton has challenged the 
assumption that explanations in the form of simplified model 
approximations will even improve transparency in ML in the first 
place [66]. In spite of this criticism, explainability remains im-
portant for accountability in AI, whether it is realized through xAI 
or some other method. It is given a central role, not only in the 
GDPR but also in a number of ethical guidelines (see e.g. [4, 30, 39, 
75]). 

3 Case & Method 

Both ethical principles, certification standards, and explanation 
methods emerged as analytical themes from the empirical material 
underlying the article. This material was collected on the basis of 
an extensive ethnographic case study [103, 25], conducted by the 
first author from late 2018 until early 2020. Using a follow-the-
actors approach [64], the author studied how the developers at an 
AI company in Scandinavia practiced AI design and development. 
In this way, the case study resembles earlier empirical studies 
focusing on the practices surrounding AI development (see e.g. [2, 
40, 91, 53]). The study is unique especially by virtue of its accounts 
of modern AI development in a commercial company. 
 The first author had asked for permission to study the develop-
ers’ work close up with regard to a predictive system for 
healthcare developed within a research and innovation project. 
But as this work involved various practices and considerations 
that linked to other work and AI projects in the firm, the data 
collection came to encompass, for instance, developers’ work on 
the development of explanation methods and attainment of ISO 
certifications. Similarly, it came to include developers’ occasional 
discussions of AI ethics in general and the AI HLEG ethics guide-
lines [4] specifically, which were issued during the data collection 
period. 
 Various different ethnographic methods were used for collect-
ing the data in order to generate thick descriptions [41]. Participant 
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observation [89] was conducted at numerous meetings and work-
shops held in relation to the AI research and innovation project 
during the entire period. Furthermore, the first author stayed with 
the company on an everyday basis from March to August 2019, 
where she performed several spontaneous on-the-spot interviews 
with developers and conducted day-to-day observations of their 
everyday work. As the first author had agreed to assist the team 
developing the predictive system for healthcare, she made the 
observations and spontaneous interviews in the role as a partici-
pant observer [25]. Additionally, she conducted more than 20 semi-
structured interviews [61] with e.g. managers, business developers, 
data scientists, and data modelers. These interviews were conduct-
ed during two periods: August-September 2019 and January-
February 2020. Semi-structured interviews were used for produc-
ing more details on aims, and observed actions and statements. 
They furthermore delved into the developers’ roles, experiences, 
and views. In line with the ‘follow the actors’-approach, the semi-
structured interviews were conducted in an exploratory manner 
based on a set of loosely structured questions [61] with a view to 
cover key themes relevant to the exploration of AI design and 
development practice. Interviews and field notes were additionally 
supplemented with documents collected in the field, e.g. project 
descriptions [103]. 
 All the data collected and used in this article have been tran-
scribed and subjected to a prolonged analysis process. More specif-
ically, the data have been analyzed by means of initial categoriza-
tion based on “the participants’ voice” resulting in preliminary 
themes and topics [67], repeated readings to generate more con-
densed meaning units [25], and simultaneous writing and thinking 
to produce more well-found interpretations of the data [27, 90]. 
Hence, the way from data to findings has been a highly iterative 
process, open to the themes emerging from the empirical data and 
yet informed by our research interest, i.e. to understand how 
accountability and responsible AI is pursued and practiced. 
Through this process, our findings of the study have constantly 
been analyzed and questioned. It should be noted that the quotes 
stated in the findings section have been translated into English 
from the original language. 
 At the time when the data were collected, the AI company was 
10 years old and had approximately 30 employees, primarily engi-
neers. However, the company had recently also engaged profiles 
from non-technical disciplines, including an anthropologist. This 
was in order to adopt a more user-centered development approach 
for the purpose of developing high quality AI products. Whereas 
the company had originally provided data consultancy for public 
healthcare institutions, it had recently started to move further into 
AI product development. The aim of the company was to utilize 
the extensive centralized health data records, which the Scandina-
vian countries are known for keeping [95], to improve the delivery 
of public healthcare. At the time of the study, the developers’ focus 
was on using deep neural networks [82] to improve, among other 
things, medical diagnostics. 
 With our ethnographic accounts, we strive to elucidate the 
dynamics, conflicts, and complexities that the enactment of ac-
countability and responsible AI involve in practice [48]. We be-
lieve that the results in the following section and the patterns 

discovered within the research case may provide important les-
sons, and serve as a background for future in-depth qualitative 
case studies and discussions of accountability and responsible AI. 

4 Results 
In this section, we report on the empirical data underlying the 
study as we analyze AI developers’ encounter with the three 
accountability mechanisms outlined in the previous sections. 

4.1 Ethical Principles 
It is clear from the empirical material that the developers’ reac-
tions to ethical principles were highly negative. This is not to say 
that they did not act according to such ethical principles, however, 
our data show that they chiefly did so on their own initiative. As 
an example of such an initiative, the developers had worked on 
ensuring the strict traceability of their development process by 
constructing an advanced log system, as is also recommended in 
policy documents (see e.g. [4]). Rather, the reason behind their 
negative response to ethical principles had to do with a frustration 
with the extent to which and the way in which AI ethics were 
discussed in guidelines and the public debate. This frustration was 
indicated by the multiple times that developers talked of the dis-
cussion of ethical principles and issues as being irrelevant or out of 
proportions. 

The developers indicated that the focus on AI ethics was exces-
sive, primarily for two reasons. Firstly, they believed that being 
accountable and responsible was an essential premise of their 
business, if they should hope to have the healthcare sector adopt 
their AI systems. Secondly, they did not consider ethics and, more 
specifically, ethical principles to be genuine responses to the actual 
problems that they were facing ‘on the ground’. Especially when 
discussions centered on moral dilemmas, they found them to be 
irrelevant to their work with developing AI systems. For these 
reasons, the focus on AI ethics which they considered to be exten-
sive came to seem almost like a provocation, as this quote sug-
gests: 

Believe me, we know that we have to be utterly impec-
cable…Here in the EU we have been sleeping on the job, 
and now we suddenly have to take up ethics. We need to 
move away from that kind of rhetoric! Really, nobody 
will say that they are not ethical. A philosopher raises 
one hundred questions but has no answers. (Director, 
Aug. 2020) 

In particular, the developers were provoked by the AI Trustworthy 
Guidelines [4] issued by the AI HLEG which they considered to be 
a waste of time and suspected was made to cover up the fact that 
the EU was lagging behind in the ‘AI race’ [47] and, more specifi-
cally, in devising legislation: 

I think it’s extremely frustrating that they [the national 
and European authorities] release all kinds of things [i.e. 
ethical guidelines] and make all kinds of statements in-
stead of just rolling up their sleeves! Seriously, we [i.e. 
the EU] cannot allow ourselves to just do nothing! Real-
ly, we do everything that we can because we know that 
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our business cannot survive if it’s compromised by any 
of this. (Director, Feb. 2020) 

Furthermore, the developers expressed several times that the 
discourse surrounding AI ethics was largely misguided. In their 
opinion, this led the expectations for and demands placed on AI to 
be excessive compared to other technologies and human beings 
themselves: 

The general misunderstanding of what AI is has really 
surprised me. Really, AI is just ‘statistics on speed’ and 
nothing more than that. I don’t understand why people 
question what AI is but don’t question, for example, what 
MRI [Magnetic Resonance Imaging] is, because, in my 
opinion, MRI is just as unstable as an ML algorithm may 
be. It’s not that I am against legislation but I just think 
the general discussion is too generalizing and stereotypi-
cal, and is missing the point. In fact, I think it is damaging 
to the work that we’re actually doing. (Engineer, Feb. 
2020) 

We find the reason for this view to be caused by diverging and 
conflicting notions of AI, prompting a misalignment between the 
discussions of AI ethics and the problems faced by the developers 
working with developing AI systems in practice. Generally, the 
developers understood AI as merely one tool and knowledge 
production method among others which ought not to be used in 
isolation. Clearly, they did not consider this understanding to be 
reflected in the general and more abstract discussions of AI ethics. 
 The developers generally found the ethical principles to be of 
little benefit to their work because they did not reflect the realm of 
their work on applications of AI for healthcare closely enough. 
This observation has similarly been stated in other studies (see e.g. 
[70]). Instead, the developers stressed in their critique of ethical 
principles how important a ‘level playing field’ [37] with respect to 
legislation was for the ability of smaller companies like theirs to 
compete effectively. Thereby, they worried that if discussions and 
principles hinder or delay (changes in) legislation, it might be 
severely damaging to smaller AI companies. 

4.2 Certification Standards 
In the case study, we found that the developers were highly moti-
vated to apply for internationally recognized certifications from 
the International Organization of Standardization (ISO). During 
the period of data collection, the company underwent an ISO/IEC 
27001 certification and was furthermore preparing for an ISO 
13485 certification. Whereas the latter is required in order to ob-
tain a CE mark, which is mandatory for companies wanting to 
market medical devices in Europe, the former is optional as a 
means of documenting the information security management of 
an organization [93, 49, 50]. Yet, the ISO/IEC 27001 certificate was 
described by the company director as one of the most prestigious 
certificates that the company could achieve, and is by ISO itself 
highlighted as one of their “popular standards” [52]. Despite the 
clear motivation for obtaining the ISO certifications, our analysis 
reveals some important problems with the use of certification 
standards as mechanisms for accountability. 

First of all, we observed that the top management viewed the 
extensive preparatory work which employees needed to engage in 
as something that had to be ‘done’, so they could ‘get back to 
work’. This suggests that the certifications merely served as seals 
of approval to the AI company, and that the best practices pre-
scribed by the ISO/IEC 27001 standard were not considered to 
affect the actual work on developing AI systems in any significant 
way. Furthermore, and perhaps even more importantly, our data 
suggest that while the certification system was immensely re-
source demanding for the developers to navigate, they did not 
experience that their great preparatory efforts were reciprocated 
by the public and regulatory authorities. For one thing, they found 
that there was no guidance on how they as suppliers of AI systems 
for healthcare could comply with standards, not even in the case 
of the ISO 13485 required in order to obtain a CE mark: 

We are about to apply for the certification in ISO 13485 
on medical devices but there is absolutely nothing for us 
to follow in order to implement the standard. Our best 
bet is some FDA guidelines from the US – we’re not 
even ready in the EU yet! Seriously, wake up, 
please!...I’ve talked to the national medicines agency that 
has to handle these things [provide guidance] but they 
knew nothing...The agency has announced that it will 
develop some new guidelines as if all of this was com-
pletely new, whereas I’m just thinking: “Stop, please, and 
just look at the papers from the FDA”. (Director, Feb. 
2020) 

Whereas the developers felt they were doing everything they 
could in order to meet the expectations for them as suppliers of AI 
products for healthcare, they clearly did not think this was the 
case for the authorities involved in the certification process. The 
fact that they were met by an, in their opinion, underfunded and 
deprioritized certification body when certified in the ISO/IEC 
27001 confirmed their view on this: 

There’s a great lack of people who are able to certify 
others; there are simply not enough people with the 
right competences [with regards to understanding data 
modelling]. They [certification bodies] are faced with a 
gigantic readjustment as they fundamentally do not un-
derstand agile development, but they have accepted that 
this is how things work...Everything has been based on 
assumptions like: “We have this requirement specifica-
tion, we are developing this product, and we test it in 
this way”...But we need to remember that when we’re 
working with data products, it’s not only the way you 
work that is agile but also the basis that you are working 
on [i.e., the data]. This is not taken into account in the 
audits. (Director, Feb. 2020) 

So, while the developers were very motivated to apply for the ISO 
certifications, they were frustrated by the poor quality of the 
guidance that they received, compared to the immense effort 
required of them, and disappointed by the level of the certification 
process. It was clear that based on these experiences, the credibil-
ity of the certification system had degraded in their eyes. This may 
have pushed them further towards a shallow and pro-forma adher-
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ence to the standards rather than substantially incorporating them 
into their work. 

4.3 Explanation Methods 
In the beginning of the data collection period, the developers were 
committed to providing explanations for models and their out-
comes to healthcare practitioners through xAI. Specifically, the 
developers wanted to apply local explanation methods to the 
temporal convolutional network they had developed for predictive 
and diagnostic purposes. After prolonged experimentation, they 
finally settled on Layer-wise Relevance Propagation [5] with deep 
Taylor decomposition [72]. The manager stated that he partly felt 
the GDPR pushed them to provide explanations, in this way ena-
bling practitioners to account for decisions and actions to patients. 
Yet, in practice, the motivation rather was to build ‘good’ and 
useful AI products, and make AI systems intelligible to practition-
ers, thereby promoting their trustworthiness and adoption. How-
ever, the developers’ commitment to providing explanations for 
users decreased over time, and so did their reliance on xAI for this 
purpose. 
 For one thing, they learned through observation conducted in 
clinical settings that providing explanations via the user interface 
of AI systems was at the risk of counteracting the efficiency 
gained from using AI in the first place, as users were given addi-
tional information to process. This change in attitude coincided 
with a change of focus from developing decision support systems 
to instead developing what they termed “microservices”. Such 
microservices were meant to ease clinical work by, for instance, 
automatically starting the medical examinations necessary to test a 
likely diagnosis, rather than producing the diagnosis directly:  

From the beginning, explanation has been foregrounded 
as something that ought to be given at the level of a user 
interface: “Ohh, it’s a black box! This means we cannot 
use AI for anything at all!” That’s from the perspective 
of a doctor, you know: “I have to know what the reasons 
are” and so on. However, I don’t believe this will be nec-
essary because AI is not going to be applied like: “Does 
this guy have cancer or not?” Rather, I believe algo-
rithms will be used for eliminating parts of working pro-
cesses and triggering actions. (Director, Feb. 2020) 

The developers worried that implementing user-facing explana-
tions would run the risk of disrupting an otherwise smooth work 
practice to such a degree that it would not contribute to easing 
clinicals’ work, but in fact introduce even more work on the com-
puter. This highlights a problem which is often neglected in schol-
arship on accountability in AI: Explanations at the level of the user 
interface may counteract the efficiency gained from applying AI in 
the first place, creating a tension between the value of accountabil-
ity and the value of usability. Owing to these experiences, the 
developers changed their understanding of explanations; they 
centered explanations around the purpose that they serve, rather 
than only looking at which part of the AI system that explanations 
target as in the usual classifications of xAI methods [44]. In doing 
so, they identified four distinct purposes for explanations: (1) 
Making models intelligible and usable to users of AI systems; (2) 
Enabling users to trace outcomes and errors; (3) Understanding, 

debugging, and improving models in the development process, 
and; (4) Assessing models in auditing situations. 

Simultaneously, the developers’ extensive project on xAI 
showed that the explanations generated did not match their expec-
tations for how such explanations would work in a clinical setting. 
In particular, they learned that xAI provides functional explana-
tions of how predictive models work at a general level. In this way, 
explanations might discard information which could be of im-
portance to a physician, thereby potentially causing misunder-
standings of the patient condition: 

This is the model’s image of a sepsis-patient, in princi-
ple…It’s a functional explanation in the sense that it ex-
plains how the model works in general. It’s not an ex-
planation of the model’s complexity but just an explana-
tion that reflects the model’s image of reality. So, if the 
model has understood that pulse and blood pressure al-
ways correlate, then, in principle, we don’t know if the 
model has put less weight on one feature than the other 
even though they matter equally…You might be able to 
get some good explanations from it, but they are still ex-
planations that are conditioned on the model’s image of 
reality. And, if it [the model] has forced [the weight on] 
feature x to zero, this will be reflected in the explanation. 
(Chief Engineer, Feb. 2020) 

While the developers found the use of xAI methods in a clinical 
setting to be somewhat problematic, they learned that they were 
quite valuable in the development process for the purpose of 
debugging models and identifying, for instance, which features to 
include in the training of ML models. This change in attitude 
towards xAI explanations is in line with recent studies and criti-
cism of such explanations also outlined earlier in the article [6]. 
The experiences of the developers combined with theoretical 
critiques paints a picture of explanations generated with xAI 
techniques as unable to serve the role that they are often given in 
policy documents (see e.g. [4, 32, 75]). 

5 Discussion & Conclusion 
This article has studied how the accountability mechanisms of (1) 
ethical principles, (2) certification standards, and (3) explanation 
methods are enacted as well as responded to and reflected on by 
developers in applied AI, and to what extent these mechanisms 
promote accountability in and after AI development processes and 
the use of responsible approaches during such processes. We have 
studied this empirically on the basis of data from an ethnographic 
case study conducted at an AI company in Scandinavia. For this 
purpose, we have drawn on Mark Bovens’ conceptualization of 
accountability as a mechanism [8], along with theory from the 
fields of philosophy of information, and ethics and information 
technology. Our analysis reveals an important gap between the 
way accountability as a social and ethical value is discussed and 
conceptualized at the policy and research level, and the way that 
accountability is enacted in practice, where it becomes a responsi-
bility put on the shoulders of engineers. 

With regards to ethical principles, we found that they were re-
garded by the developers to be of little use in their work, and this 
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became a source of frustration to them. The developers felt that 
the discussions of ethical principles and issues in guidelines and 
the public debate were based on a general misunderstanding of AI 
and the nature of the applications they were developing. While 
they believed AI to be just another tool or method that might be 
used to assist in certain tasks, they encountered discussions cen-
tered around the premise of autonomous AI decisions and general 
AI. Thus, they felt that AI ethical guidelines were largely irrele-
vant to the type of work they were doing and, in fact, somewhat 
harmful to their business; however, they obviously still felt target-
ed by them. Here, perhaps, we see the crux of the matter: The 
high-profile, important and principled discussions of AI ethics 
reflected in ethical guidelines may often be developed in response 
to worst-case scenarios and very disruptive applications of AI, e.g. 
mass surveillance, drones, and self-driving cars. Meanwhile, less 
attention is paid to the smaller scale efforts to use AI as a support-
ive technology to assist professional work in important sectors. 
Although healthcare may be regarded as critical infrastructure, not 
all actions and decisions that AI may support are equally critical. 
The evaluation as to how critical a decision or action is thus be-
comes crucial, not least to the developers faced with important 
design choices in AI development processes. 

As an accountability mechanism, the purpose of ethical princi-
ples is not to outline specific instructions but rather to establish 
normative expectations and obligations [37]. Seen in this light, we 
might still observe an important effect of the extensive discussions 
of AI ethics, as the developers recognized the great expectations 
there were to their integrity and conduct, and tried to act accord-
ingly. In this way, the question of whether to act ethically had been 
long settled, and rather, the developers craved guidance on how to 
act ethically and responsibly as suppliers of AI systems for 
healthcare. Centering ethical discussions and principles around 
more concrete and sector-specific uses of AI could, perhaps, help 
to ensure that guidelines would have a greater benefit to develop-
ers. This recommendation is in line with other studies (see e.g. 
[70]). For example, our study revealed that the developers were 
faced with important choices as to when to give prioritization to 
explanation as a means of accountability over other important 
values such as usability, which they mainly were concerned with. 
Undoubtedly, it is important to ensure accountability for patients 
as these are the ones ultimately affected, and, therefore, incentives 
for developers to provide such accountability are vital. Although 
many ethical guidelines suggest incorporating perspectives of all 
users, including end users, and the GDPR pushes for an informal 
‘right to explanation’, these requests are seemingly not enough. 

Our data also revealed an air of distrust and suspicion towards 
the regulatory authorities, particularly the European Commission, 
as the developers suspected that the ethical principles developed 
by the AI HLEG [4] were nothing more than an attempt to cover 
up the commission's lack of progress with regards to legislation in 
the EU. Rather than a vague discussion of ethical principles, the AI 
developers preferred to have clear expectations and (changes in) 
legislation in place as early as possible. This would allow them to 
adjust their business accordingly and thereby safeguard their 
competitiveness as a small-scale firm on the global market. On this 
basis we furthermore recommend, regardless of the validity of the 

developers’ suspicions, that extra care is taken that ethical princi-
ples will not be used as an excuse to delay (changes in) legislation 
that otherwise could bring clarity to the requirements of AI sys-
tems in concrete cases. This recommendation is in accordance 
with recent studies, cautioning against the misuse of ethical guide-
lines to delay legislation (see e.g. [38]). 

As for certification standards, we found that the developers 
were much more motivated to demonstrate their accountability 
and integrity through conformity to such standards, than they 
were to explicitly adhere to ethical principles. The primary reason 
was that certifications provided them with clear advantages: The 
ISO 13485 certification was an essential stepping stone in order to 
achieve the CE mark required when marketing a medical device in 
Europe, and the ISO/IEC 27001 was considered a prestigious certif-
icate, documenting their level of information security manage-
ment. While the motivation to do the extensive preparatory work 
required to implement the standards was pragmatic, the certifica-
tions were still a very serious matter to the developers because of 
their importance to the competitiveness and credibility of the 
company. The vast amount of effort that the developers put into 
preparing for certifications and navigating the complicated certifi-
cation system made it clear that achieving the certifications was a 
top priority for the company. Yet, they worried that the great 
effort required would bar smaller AI firms from being certified and 
thereby make important standards practically unattainable for 
such firms. This and the complexity of the certification system is 
indeed critical. However, it might be even more critical if AI com-
panies are faced with little to no guidance on how to conform to 
such standards and a certification process unfit to deal with AI 
systems in depth, as our study suggested. 

Given that certification standards as mechanisms for accounta-
bility establish an accountability relationship [8, 9] in which an 
authorized certification body attest to the wider public that an AI 
system works in a desired way, it is paramount that the integrity 
and reliability of the certification process are not compromised. 
Therefore, if certification standards are to be used for implement-
ing ethical principles and play as great a role in the accountability 
system for AI as they have for other sectors [13, 17, 26], it is vital 
that the certification system is provided with sufficient resources. 
Proper infrastructure is needed so that certification bodies actually 
can attest to the wider public that an AI system meets the expecta-
tions placed on its developers. Otherwise, we may risk that the 
credibility of the certification system is jeopardized, and that 
certification fails to advance its goal of ethically responsible AI, 
commonly referred to as means-ends de-coupling [24]. In this latter 
case, the consequence may further be that accountability as a 
value is eroded. The power of regulatory bodies to push companies 
towards ensuring accountability for their products and users 
should not be underestimated. However, a poor certification pro-
cess might result in the opposite effect, as developers are pushed 
to comply with standards that appear to them as arbitrary or 
frivolous in order to achieve a certification that is de facto manda-
tory for their business. We recommend that more research is done 
on the use of certification standards in order to further illuminate 
the problems indicated by our study. 

Poster Paper Presentation AIES ’21, May 19–21, 2021, Virtual Event, USA

581



 

 

As for explanation methods, the AI developers initially had high 
expectations for the use of user-facing explanations generated 
with xAI techniques, and had therefore started a large project 
exploring this branch of explanation techniques. However, as their 
project matured, the developers learned that these techniques 
were somewhat problematic in the user-facing role which they 
had expected them to fit into. One of the greatest problems they 
faced was that the display of automatically generated explanations 
to users might undermine the efficiency gained from applying AI 
in the first place. This realization coincided with a change of focus 
from developing decision support systems to developing what 
they termed ‘microservices’, aimed at easing the work of clinical 
practice by automatically starting small actions in the medical 
examination flow. Rather than centering explanations around the 
ML model, as is normally the case in xAI [44, 71], the developers 
learned that a more salient distinction for their work was to look 
at the purpose of the explanation for the user, keeping in mind the 
role of the explanation in practice. The fact that explanations must 
be usable in order to be used should be taken into account in future 
work in xAI, as ‘usability’ is an important aspect of the explana-
tion which is neglected if the explanation is not considered in 
relation to its recipient [69]. 

Furthermore, the developers discovered that the reliability and 
stability of explanations generated with xAI techniques potentially 
made it problematic to use explanations in a clinical setting; the 
level of such explanations may not match the level of the infor-
mation required when dealing with medical conditions of patients. 
This is a sentiment which echoes recent scholarship on the topic 
[42, 62, 81]. Instead, the developers found xAI techniques to be of 
great use in the development process in order to understand deep-
learning models better and debug them. In this way, the use of xAI 
explanations as internal tools for development could potentially 
have the added benefit of improving the traceability of AI devel-
opments, as choices in the design and development process are 
backed up by explanations, giving the developers a better idea of 
the logics embedded in their models. Such traceability could itself 
improve the accountability for AI systems, as developers will be 
more able to account for the choices made when creating a system 
which is often requested in ethical guidelines, standards, and 
research studies (see e.g. [4, 22, 58]). These experiences of the 
developers combined with theoretical critiques paints a picture of 
explanations generated with current xAI techniques as unable to 
serve the role that such explanations often are given in policy 
documents to automatically provide accounts of AI systems and 
outcomes to the users of such systems [4, 32, 75]. In order to serve 
as an accountability mechanism in this regard, our study suggests 
that xAI techniques will still need further development. In particu-
lar, the explanations need to become more reliable and stable, and 
they need to be tailored to the specific context in which they are 
used. Until then, xAI seems to be relegated to supporting devel-
opment processes rather than ensuring accountability and trans-
parency for users of AI systems. 

The issues discussed in this section should be taken seriously 
going forward, as they risk eroding the many efforts made to 
ensure that AI systems for critical sectors like healthcare are de-
signed and developed to be accountable and in line with ethical 

and social values. Although this article was based on a single yet 
extensive empirical case study, the developers' experiences in the 
study may very well be shared by many, and can serve as fruitful 
perspectives on high and mid-level policymaking. Given that AI 
developers play a major role in ensuring accountability for AI 
systems, their outcomes, and the users of such systems, we need 
them to pursue accountable, ethical, and responsible approaches. 
Therefore, we suggest that these actors are involved in the poli-
cymaking processes aimed at ensuring the responsible design, 
development, and use of AI. Based on our empirical findings, we 
have presented several recommendations to remedy the flaws 
identified in the current ways that ethical principles, certification 
standards, and explanation methods are enacted as mechanisms 
for accountability in pursuit of responsible AI. Our hope is that 
these recommendations may contribute to the discussion of how 
accountability is ensured in practice in a way that accounts for the 
perspectives of both developers, researchers, and the wider public. 
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